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As computing and observational power continue to increase rapidly, the most 
difficult problems in astrophysics are now coming within reach of simulations 
based on solid physics, including the formation and evolution of stars, 
planets, and supermassive black holes, and their interactions with their 
galactic environments. 

The purpose of HIPACC is to realize the full potential of the University of 
California’s worldleading computational astrophysicists, including those at 
the affiliated national laboratories. HIPACC will do this by fostering their 
interaction with each other and with the rapidly increasing observational 
data, and by empowering them to utilize efficiently the new supercomputers 
with hundreds of thousands of processors both to understand astrophysical 
processes through simulation and to analyze the petabytes and soon exabytes 
of data that will flow from the new telescopes and supercomputers. This 
multidisciplinary effort links theoretical and observational astrophysicists, 
physicists, earth and planetary scientists, applied mathematicians, and 
computer scientists on all nine UC academic campuses and three national 
labs, and exploits California’s leadership in computers and related fields. 

HIPACC’s outreach activities will include developing educational materials, 
publicity, and websites, and distribution of simulation outputs including 
visualizations that are beautiful as well as educational.

Monday, June 25, 12



             UC-HiPACC Executive Committee
Director: Joel Primack (UCSC) <joel@ucsc.edu>
Coordinator from Northern California: Peter Nugent (LBNL)
Coordinator from Southern California: Michael Norman (UCSD)

                                           UC-HiPACC Council
UC Berkeley: Christopher McKee        UC San Diego: Michael Norman
UC Davis: Maruša Bradač                     UC Santa Barbara: S. Peng Oh
UC Irvine: James Bullock                    UC Santa Cruz: Sandra Faber
UC Los Angeles: Steve Furlanetto        Los Alamos National Lab: Thomas Vestrand
UC Merced: TBA                                  Lawrence Berkeley National Lab: Peter Nugent
UC Riverside: Gillian Wilson                Lawrence Livermore National Lab: Peter Anninos

                             UC-HiPACC Staff
UC-HIPACC Office Manager: Sue Grasso <hipacc@ucsc.edu>
Visualization and Outreach Specialist: Nina McCurdy <nmccurdy@ucsc.edu>
Senior Writer - Publicity and Proposals: Trudy Bell <t.e.bell@ieee.org>

UC-HiPACC Support: ~$350,000/yr from the University of California
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Funding Opportunities

Calls for proposals scheduled twice annually for Fall/Winter & Spring/Summer funding Cycles.

UC-HIPACC will support focused working groups of UC scientists from multiple campuses to pursue
joint projects in computational astrophysics and related areas by providing funds for travel and
lodging. At the heart of UC-HIPACC are working groups. 

1. Small travel grants enable scientists, graduate students, and post-doctoral students to travel
easily and spontaneously between Center nodes. UC-HIPACC will fund travel grant proposals
submitted by faculty members, senior scientists, postdocs or graduate students up to $1000 on a
first-come-first-served basis with a simple application describing the plan and purpose of the
travel. 

2. Grants ranging between $1000 - $5,000 to support larger working groups or participation in
scientific meetings. 

3. Mini Conference grants of up to $5,000 to support collaborations of multiple UC campuses and 
DOE labs.

4. Grants to faculty to support astrocomputing summer research projects by undergraduates.

5. Matching grants of up to $10,000 for astrocomputing equipment.

6. Innovative initiative proposals for other purposes that are consistent with the goals of UC-
HIPACC.  Such purposes could include meetings or workshops, software development, or education 
and outreach.
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Annual Conferences in Northern and Southern California
HIPACC will sponsor two large meetings each year especially (but not exclusively) for scientists
working on computational astrophysics and related topics at the UC campuses and labs. Unlike the
more specialized meetings of working groups, we expect that these larger meetings will be broad,
with the purpose of bringing theoretical astrophysicists together with computer science specialists,
computer hardware experts, and observational astronomers. One meeting will be in northern
California and the other in southern California to promote maximum participation. In addition to
sharing new information, these meetings will highlight problems needing attention to advance the
state-of-the-art and introduce participants to potential colleagues and begin collaborations.

Annual International AstroComputing Summer Schools

HIPACC will support an annual school aimed at graduate students and postdocs who are currently 
working in, or actively interested in doing research in, AstroComputing. Topics and locations of the 
annual school will rotate, and Caltech and Stanford are also welcome to participate.

The 2010 school was at UCSC, on the topic of Hydrodynamic Galaxy Simulations.  Lectures were 
presented by experts on the leading codes (AMR codes ART, Enzo, and RAMSES, and SPH codes 
Arepo, GADGET, and Gasoline) and the Sunrise code for making realistic visualizations including 
stellar SED evolution and dust reprocessing.  There were 60 students, including 20 from outside the 
USA.  Lecture slides and videos, codes, inputs and outputs are on the UC-HIPACC website http://
hipacc.ucsc.edu.  Funding from NSF helped to support non-UC participant expenses.

The 2011 school was July 11-23 at UC Berkeley/LBNL/NERSC, on the topic of Computational 
Explosive Astrophysics: novae, SNe, GRB, and binary mergers.  The scientific organizers were Daniel 
Kasen (LBNL/UCB) and Peter Nugent (LBNL).  There was additional funding from DOE.

The 2012 school will be at UC San Diego/SDSC, on AstroInformatics and Astrophysical Data Mining.  
The scientific director is Alex Szalay (Johns Hopkins) and the host is Michael Norman, director, SDSC.
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Past UC-HiPACC Conferences & Workshops
• June 14-16, 2012: The Baryon Cycle, Beckman Center, Irvine, CA
• August 8 - 12, 2011: The 2011 Santa Cruz Galaxy Workshop, UC Santa Cruz
• August 16 - 18, 2010: The 2010 Santa Cruz Galaxy Workshop, UC Santa Cruz 
• December 16 & 17, 2010: The Future of AstroComputing Conference, San Diego Supercomputer Center

2010 Future of Astrocomputing, SDSC

Upcoming UC-HiPACC Conferences & Workshops
• June 24-27, 2012: The Computational Astronomy Journalism Boot Camp
• August 13-17, 2012: The 2012 Santa Cruz Galaxy Workshop, UC Santa Cruz
• August 17-20, 2012: High-Resolution Galaxy Simulations Workshop

2011 Santa Cruz Galaxy Workshop
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The 2010 school was at UCSC, on the topic of Hydrodynamic Galaxy Simulations

Monday, June 25, 12



http://hipacc.ucsc.edu/

                                       

Monday, June 25, 12

http://hipacc.ucsc.edu
http://hipacc.ucsc.edu


The University of California High-Performance AstroComputing Center | http://hipacc.ucsc.edu | email: hipacc@ucsc.edu | phone: (831) 459-1531

Apply by March 16, 2012. For more information and to apply: 
http://hipacc.ucsc.edu/ISSAC2012.html

Aid: UC-HiPACC will cover lodging and travel expenses for UC-affiliated students, 
and some financial assistance may be available for other students.

Registration for the summer school will be $300.  Payment will be required at the 
time of acceptance. 

Housing: Students will be staying at Conference Housing near SDSC on the UCSD campus 
(approximately $50/night).

Other Details

Tamas Budavari (Johns Hopkins University)
Andy Connolly (University of Washington)
Darren Croton (Swinburne University)
Gerard Lemson (Max Planck Institute for Astrophysics)
Risa Wechsler (Stanford University)
Rick White (Space Telescope Science Institute)

Main lecturers 

Speakers will include:

Director: Alex Szalay (Johns Hopkins University)

Mike Norman (UCSD/SDSC)
Peter Nugent (LBNL / UC Berkeley)
Joel Primack (UCSC)
Alex Szalay (Johns Hopkins University)
Matt Turk (Columbia University)

Additional lecturers

SDSC's Gordon Supercomputer. Photo: Alan Decker.

how to bring observations and simulations to a common framework, how to query largedata-
bases, how to do new types of on-line analyses and overall, how to deal with the large data 
challenge. The school will be hosted at the San Diego Supercomputer Center, whose data-
intensive computing facilities, Including the new Gordon supercomputer with a third of a pet-
abyte of flash storage, are among the best in the world. Special access to these resources 
will be provided by SDSC. 

The data available to astronomers is growing exponentially. 
Large new instruments and new surveys are generating ever 
larger data sets, which are all publicly available. Supercom-
puter simulations are used by an increasingly wider community of 
astronomers. Many new observations are compared to and inter-
preted through the latest simulations. The Virtual Astronomical 
Observatory is creating a set of data-oriented services available 
to everyone. In this world, it is increasingly important to know 
how to deal with this data avalanche effectively, and perform 
the data analysis efficiently. The summer school will address 
this analysis challenge. The topics of the lectures will include 

http://hipacc.ucsc.edu/ISSAC2012.html

San Diego Supercomputer Center
University of California, San Diego

July 9 - 20, 2012

The 2012 International Summer School on AstroComputing

 AstroInformatics
& present:

UC-HiPACC 2012
International Summer School 
on AstroComputing
students will all get accounts 
on the new Gordon 
supercomputer at SDSC with 
300 Tb of  FLASH memory

Director: Alex Szaley, JHU
Host: Mike Norman, SDSC
HiPACC Director: Joel Primack

We will have 40 students, 8 
from UC, 20 from other US 
universities, and 12 from 
abroad.
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NASA IR Science Archive Downloads

Copyright © National Academy of Sciences. All rights reserved.

The Future of Computing Performance:   Game Over or Next Level?
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FIGURE S.1 Processor performance from 1986 to 2008 as measured by the bench-
mark suite SPECint2000 and consensus targets from the International Technology 
Roadmap for Semiconductors for 2009 to 2020. The vertical scale is logarithmic. A 
break in the growth rate at around 2004 can be seen. Before 2004, processor per-
formance was growing by a factor of about 100 per decade; since 2004, processor 
performance has been growing and is forecasted to grow by a factor of only about 
2 per decade. An expectation gap is apparent. In 2010, this expectation gap for 
single-processor performance is about a factor of 10; by 2020, it will have grown to 
a factor of 1,000. Most sectors of the economy and society implicitly or explicitly 
expect computing to deliver steady, exponentially increasing performance, but as 
these graphs illustrate, traditional single-processor computing systems will not 
match expectations. Note that the SPEC benchmarks are a set of artificial work-
loads intended to measure a computer system’s speed. A machine that achieves 
a SPEC benchmark score that is 30 percent faster than that of another machine 
should feel about 30 percent faster than the other machine on real workloads. 

Copyright © National Academy of Sciences. All rights reserved.
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FIGURE A.3 Microprocessor clock frequency (MHz) over time (1985-2010).

FIGURE A.4 Microprocessor power dissipation (watts) over time (1985-2010).

Compared to other astronomical sky surveys, the Large 
Synoptic Survey Telescope (LSST) survey will deliver 
time domain coverage for orders of magnitude more 
objects. It is envisioned that this project will produce ∼30 TB 
of data per each night of observation for 10 years. The final 
image archive will be ∼70 PB (and possibly much more), 
and the final LSST astronomical object catalog (object-
attribute database) is expected to be ∼10-20 PB.  LSST’s 
most remarkable data product will be a 10-year “movie” of 
the entire sky. This time-lapse coverage of the night sky will 
open up time-domain astronomy.

Big Challenges of AstroComputing
Big Data Changing

Computers
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High Performance Scientific Computing Needs

The challenges facing us are

Changing high-performance computer architecture --
from networked single processors to multicore and GPUs

“Big data” -- too large to move -- from more powerful 
observations, larger computer outputs, and falling storage costs

These challenges demand new collaborations between natural 
scientists and computer scientists to develop 

Tools and scientific programmers to convert legacy code and 
write new codes efficient on multicore/GPU architectures, 
including fault tolerance and automatic load balancing

New ways to visualize and analyze big data remotely

Train new generations of scientific computer users 

Improve education and outreach
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AstroComputing is Prototypical Scientific Computing

Astronomy has several advantages:

The data tends to be pretty clean

The data is (mostly) non-proprietary

The data is pretty sexy

The research is (mostly) funded

There’s a lot of public involvement:
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Adler Planetarium
Chicago

California
 Academy of Sciences

Astro-Computation Visualization and Outreach

Pleiades Supercomputer
NASA Ames

HIPACC is working with the Morrison Planetarium at the California Academy of Sciences (pictured here)  to show how dark 
matter shapes the universe.  We helped prepare their show LIFE: a Cosmic Story that opened in fall 2010, and also a major 
planetarium show that opened the new Adler Planetarium Grainger Sky Theater July 8,  2011.  

Project lead: Prof. Joel Primack, Director, UC High-Performance AstroComputing Center
UC-HIPACC  Visualization and Outreach Specialist: Nina McCurdy
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Astronomical observations represent 
snapshots of particular moments in time; 
it is effectively the role of astrophysical 
simulations to produce movies that link 
these snapshots together into a 
coherent physical theory.

Galaxy Merger Simulation

Showing Galaxy Merger 
simulations in 3D will 
provide a deeper, more 
complete picture to the 
public and scientists alike.

Run on Columbia Supercomputer at NASA Ames Research Center. 
Dust simulated using the Sunrise code (Patrik Jonsson, UCSC/Harvard).
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THINK COSMICALLY

ACT GLOBALLY

EAT LOCALLY 
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THINK COSMICALLY

ACT GLOBALLY

EAT LOCALLY 

Book Website with images and videos:

New-Universe.org

Visit us on Facebook at

The New Universe 
and the Human Future Yale University Press, 2011/2012
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