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The University of California
High-Performance AstroComputing Center
A consortium of nine UC campuses and three DOE laboratories

As computing and observational power continue to increase rapidly, the most
difficult problems in astrophysics are now coming within reach of simulations
based on solid physics, including the formation and evolution of stars,
planets, and supermassive black holes, and their interactions with their
galactic environments.

The purpose of HIPACC is to realize the full potential of the University of
California’s worldleading computational astrophysicists, including those at
the affiliated national laboratories. HIPACC will do this by fostering their
interaction with each other and with the rapidly increasing observational
data, and by empowering them to utilize efficiently the new supercomputers
with hundreds of thousands of processors both to understand astrophysical
processes through simulation and to analyze the petabytes and soon exabytes
of data that will flow from the new telescopes and supercomputers. This
multidisciplinary effort links theoretical and observational astrophysicists,
physicists, earth and planetary scientists, applied mathematicians, and
computer scientists on all nine UC academic campuses and three national
labs, and exploits California’s leadership in computers and related fields.

HIPACC’s outreach activities will include developing educational materials,

publicity, and websites, and distribution of simulation outputs including
visualizations that are beautiful as well as educational.
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A consortium of nine UC campuses and three DOE laboratories

UC-HiPACC Suppoft: ~$350,000/yr from the University of California

UC-HiPACC Executive Committee

Director: Joel Primack (UCSC) <joel®ucsc.edu>
Coordinator from Northern California: Peter Nugent (LBNL)
Coordinator from Southern California: Michael Norman (UCSD)

UC-HiPACC Council
UC Berkeley: Christopher McKee UC San Diego: Michael Norman

UC Davis: Marusa Bradac UC Santa Barbara: S. Peng Oh

UC Irvine: James Bullock UC Santa Cruz: Sandra Faber

UC Los Angeles: Steve Furlanetto Los Alamos National Lab: Thomas Vestrand

UC Merced: TBA Lawrence Berkeley National Lab: Peter Nugent
UC Riverside: Gillian Wilson Lawrence Livermore National Lab: Peter Anninos

UC-HiPACC Staff

UC-HIPACC Office Manager: Sue Grasso <hipacc®ucsc.edu>
Visualization and Outreach Specialist: Nina McCurdy <nmccurdy®ucsc.edu>
Senior Writer - Publicity and Proposals: Trudy Bell <t.e.bell@ieee.org>
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The University of California
High-Performance AstroComputing Center
A consortium of nine UC campuses and three DOE laboratories

Funding Opportunities
Calls for proposals scheduled twice annually for Fall/Winter & Spring/Summer funding Cycles.

UC-HIPACC will support focused working groups of UC scientists from multiple campuses to pursue
joint projects in computational astrophysics and related areas by providing funds for travel and
lodging. At the heart of UC-HIPACC are working groups.

1. Small travel grants enable scientists, graduate students, and post-doctoral students to travel
easily and spontaneously between Center nodes. UC-HIPACC will fund travel grant proposals
submitted by faculty members, senior scientists, postdocs or graduate students up to $1000 on a
first-come-first-served basis with a simple application describing the plan and purpose of the
travel.

2. Grants ranging between $1000 - $5,000 to support larger working groups or participation in
scientific meetings.

3. Mini Conference grants of up to $5,000 to support collaborations of multiple UC campuses and
DOE labs.

4. Grants to faculty to support astrocomputing summer research projects by undergraduates.
5. Matching grants of up to $10,000 for astrocomputing equipment.
6. Innovative initiative proposals for other purposes that are consistent with the goals of UC-

HIPACC. Such purposes could include meetings or workshops, software development, or education
and outreach.
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Annual Conferences in Northern and Southern California

HIPACC will sponsor two large meetings each year especially (but not exclusively) for scientists
working on computational astrophysics and related topics at the UC campuses and labs. Unlike the
more specialized meetings of working groups, we expect that these larger meetings will be broad,
with the purpose of bringing theoretical astrophysicists together with computer science specialists,
computer hardware experts, and observational astronomers. One meeting will be in northern
California and the other in southern California to promote maximum participation. In addition to
sharing new information, these meetings will highlight problems needing attention to advance the
state-of-the-art and introduce participants to potential colleagues and begin collaborations.

Annual International AstroComputing Summer Schools

HIPACC will support an annual school aimed at graduate students and postdocs who are currently
working in, or actively interested in doing research in, AstroComputing. Topics and locations of the
annual school will rotate, and Caltech and Stanford are also welcome to participate.

The 2010 school was at UCSC, on the topic of Hydrodynamic Galaxy Simulations. Lectures were
presented by experts on the leading codes (AMR codes ART, Enzo, and RAMSES, and SPH codes
Arepo, GADGET, and Gasoline) and the Sunrise code for making realistic visualizations including
stellar SED evolution and dust reprocessing. There were 60 students, including 20 from outside the
USA. Lecture slides and videos, codes, inputs and outputs are on the UC-HIPACC website http://
hipacc.ucsc.edu. Funding from NSF helped to support non-UC participant expenses.

The 2011 school was July 11-23 at UC Berkeley/LBNL/NERSC, on the topic of Computational
Explosive Astrophysics: novae, SNe, GRB, and binary mergers. The scientific organizers were Daniel
Kasen (LBNL/UCB) and Peter Nugent (LBNL). There was additional funding from DOE.

The 2012 school will be at UC San Diego/SDSC, on Astrolnformatics and Astrophysical Data Mining.
The scientific director is Alex Szalay (Johns Hopkins) and the host is Michael Norman, director, SDSC.
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Past UC-HiPACC Conferences & Workshops

* June 14-16,2012: The Baryon Cycle. Beckman Center, Irvine, CA

 August 8 - 12,2011: The 2011 Santa Cruz Galaxy Workshop, UC Santa Cruz

 August 16 - 18, 2010: The 2010 Santa Cruz Galaxy Workshop, UC Santa Cruz

e December 16 & 17,2010: The Future of AstroComputing Conference. San Diego Supercomputer Center
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Upcoming UC-HIPACC Conferences & Workshops

e June 24-27,2012: The Computational Astronomy Journalism Boot Camp
* August 13-17,2012: The 2012 Santa Cruz Galaxy Workshop, UC Santa Cruz
* August 17-20,2012: High-Resolution Galaxy Simulations Workshop
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The University of California
High-Performance AstroComputing Center
A consortium of nine UC campuses and three DOE laboratories

The 2010 school was at UCSC, on the topic of Hydrodynamic Galaxy Simulations
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The University of California
High-Performance AstroComputing Center

A consortium of nine UC campuses and three DOE laboratories
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will include instruction in the physics and numerncs of muit-dmensional hydrodynamics
«. general relativity, radation transport, nuciear rgachon networks, neutrino physics, and
oquations of state. Weorkshops will guide studenrsts in running and visuakzing simulations
on supercomputers using ¢codes such as FLASH. CASTRO, GR1D and modules for "%
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Topics Include: supernovae, gamma-ray bursts, compact object
l mergers, energetic transients
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Other Details: ~ ; 1 Description: The University of California High-Performance Astro-
Housing: Students will be staying at Stern Hall on the UC berkeley campus ($84/night). * . . - . .
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T e AT S : 2 ’ continuation of its international summer school, to be held this year by
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MIpiipace.ucec adwiSSAC2011.htn o . RO UC Berkeley and LBNL from July 18-29, 2011. This year's summer
N ' ' ' school will focus on computational explosive astrophysics, including the
A= \ " Lt . v modeling of core collapse and thermonuclear supernovae, gamma-ray
— ' _ ¥ A, WA bursts, neutron star mergers, and other energetic transients. Lectures
F-1* | , . A will include instruction in the physics and numerical modeling of multi-

dimensional hydrodynamics, general relativity, radiation transport,
nuclear reaction networks, neutrino physics, and equations of state.
B Afternoon workshops will guide students in running and visualizing
simulations on supercomputers using codes such as FLASH, CASTRO,
GR1D and modules for nuclear burning and radiation transport. All
students will be given accounts and computing time at NERSC and
have access to the codes and test problems in order to gain hands on
experience running simulations at a leading supercomputing facility.
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UC-HIPACC 2012
International Summer School
on AstroComputing

students will all get accounts
on the new Gordon
supercomputer at SDSC with
300 Tb of FLASH memory

Director: Alex Szaley, JHU
Host: Mike Norman, SDSC
HIiPACC Director: Joel Primack

We will have 40 students, 8
from UC, 20 from other US
universities, and 12 from
abroad.
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THE 2012 INTERNATIONAL SUMMER CHOOL N ASsTRaoCaMPUTI

JuLy 9 - 20, 2012

SAN DIEGO SUPERCOMPUTER CENTER
UNIVERSITY OF CALIFORNIA, SAN DIEGO

HTTP:/HIPACC.UCSC.EDU/ISSAC2012.HTML

THE DATA AVAILABLE TO ASTRONOMERS IS GROWING EXPONENTIALLY.
LARGE NEW INSTRUMENTS AND NEW SURVEYS ARE GENERATING EVER
LARGER DATA SETS, WHICH ARE ALL PUBLICLY AVAILABLE. SUPERCOM-
PUTER SIMULATIONS ARE USED BY AN INCREASINGLY WIDER COMMUNITY OF
ASTRONOMERS. MANY NEW DBSERVATIONS ARE COMPARED TO AND INTER-
PRETED THROUGH THE LATEST SIMULATIONS. THE VIRTUAL ASTRONOMICAL
DOBSERVATORY IS CREATING A SET OF DATA-ORIENTED SERVICES AVAILABLE
TO EVERYONE. IN THIS WORLD, IT IS INCREASINGLY IMPORTANT TO KNOW
HOW TO DEAL WITH THIS DATA AVALANCHE EFFECTIVELY, AND PERFORM
THE DATA ANALYSIS EFFICIENTLY. THE SUMMER SCHOOL WILL ADDRESS

SDSE‘S GDRDON SUPERCOMPUTER. PHOTO: ALAN DECKER.

THIS ANALYSIS CHALLENGE. THE TOPICS OF THE LECTURES WILL INCLUDE
HOW TO BRING OBSERVATIONS AND SIMULATIONS TO A COMMON FRAMEWORK, HOW TO QUERY LARGEDATA-
BASES, HOW TO DO NEW TYPES OF ON-LINE ANALYSES AND OVERALL, HOW TO DEAL WITH THE LARGE DATA
CHALLENGE. THE SCHOOL WILL BE HOSTED AT THE SAN DIEGO SUPERCOMPUTER CENTER, WHOSE DATA-

INTENSIVE COMPUTING FAGILITIES, INCLUDING THE NEW GORDON SUPERCOMPUTER WITH A THIRD OF A PET-
ABYTE OF FLASH STORAGE, ARE AMONG THE BEST IN THE WORLD. SPECIAL ACCESS TO THESE RESOURGCES

WILL BE PROVIDED BY SDSC.

DIRECTOR: ALEX S5ZALAY {JOHNS HOPKINS UNIVERSITY)
SPEAKERS WILL INCLUDE!:

ADDITIONAL LECTURERS

MIKE NORMAN (UCSD/SDSC)

PETER NUGENT (LBNL / UC BERKELEY)
JOEL PRIMACK (UCSC)

ALEX SzZALAY (JOHNS HOPKINS UNIVERSITY)

MAIN LECTURERS

TAMAS BUDAVARI (JOHNS HOPKINS UNIVERSITY)

ANDY CONNOLLY {UNIVERSITY OF WASHINGTON)

DARREN CROTON (SWINBURNE UNIVERSITY)

GERARD LEMSON (MAX PLANCK INSTITUTE FOR ASTROPHYSICS)
RiISA WECHSLER (STANFORD UNIVERSITY)

RIck WHITE (SPACE TELESCOPE SCIENCE INSTITUTE)

MATT TURK (COLUMBIA UNIVERSITY)

OTHER DETAILS

HOUSING: STUDENTS WILL BE STAYING AT CONFERENCE HOUSING NEAR SDSC oN THE UCSD cAMPUS

(APPROXIMATELY $50/NIGHT).
REGISTRATION FOR THE SUMMER SCHOOL WILL BE $300.

TIME OF ACCEPTANCE.

PAYMENT WILL BE REQUIRED AT THE

HTTP://HIPACC.UCSC.EDU/ISSEAC2012.HTML
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Big Challenges of AstroComputing

Big Data

NASA IR Science Archive Downloads
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Compared to other astronomical sky surveys, the Large
Synoptic Survey Telescope (LSST) survey will deliver
time domain coverage for orders of magnitude more
objects. It is envisioned that this project will produce ~30 TB
of data per each night of observation for 10 years. The final
image archive will be ~70 PB (and possibly much more),
and the final LSST astronomical object catalog (object-
attribute database) is expected to be ~10-20 PB. LSST’s
most remarkable data product will be a 10-year “movie” of
the entire sky. This time-lapse coverage of the night sky will
open up time-domain astronomy.

2008 209 2010
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High Performance Scientific Computing Needs

The challenges facing us are

“Big data” -- too large to move -- from more powerful
observations, larger computer outputs, and falling storage costs

Changing high-performance computer architecture --
from networked single processors to multicore and GPUs

These challenges demand new collaborations between natural
scientists and computer scientists to develop

Tools and scientific programmers to convert legacy code and
write new codes efficient on multicore/GPU architectures,
including fault tolerance and automatic load balancing

New ways to visualize and analyze big data remotely

Train new generations of scientific computer users

Improve education and outreach
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AstroComputing is Prototypical Scientific Computing
Astronomy has several advantages:

The data tends to be pretty clean
The data is (mostly) non-proprietary
The research is (mostly) funded

The data is pretty sexy

There’s a lot of public involvement:

GALAXY ZOO HUBBLE TRANSITSEARCH
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T e Astro-Computation Visualization and Outreach

| R
P ‘_ . Project lead: Prof. Joel Primack, Director, UC High-Performance AstroComputing Center
PN UC-HIPACC Visualization and Outreach Specialist: Nina McCurdy
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HIPACC is working with the Morrison Planetarium at the California Academy of Sciences (pictured here) to show how dark
matter shapes the universe. We helped prepare their show LIFE: @ Cosmic Stary that opened in fall 2010, and also a major
planetarium show that opened the new Adler Planetarium Grainger Sky Theater July 8, 201 1.
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Galaxy Merger Simulation
Run on C...c.'athmbia'

| »

Astronomical ebservations represent
snapshots of particular moments in time;
it is effectively the role of astrofahysicaT
simulations to produce movies that link
these snapshots together into a
coherent physical theory.
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rcomputer at' NASA Ames Research Center.

Dust simulated using the Sunrise code (Patrik Jonsson, UCSC/Harvard).
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THINK COSMICALLY

ACT GLOBALLY
EAT LOCALLY
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Book Website with images and videos:

New-Universe.org
THE NEW UNIVERSE
AND THE
Visit us on Facebook at HUMAN FUTURE
The N eW U n ive rse NANCY ELLEN ABRAMS anp JOEL R. PRIMACK

and the Human Future Yale University Press, 2011/2012




